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ABSTRACT

Metamodels, like many software artefacts, are subject to evolution. If a metamodel evolves, models that previously conformed to the metamodel may become non-conformant, and must be migrated to reestablish conformance. Manually migrating models can be tedious and error prone, and a number of solutions have arisen to aid in the creation of a migration strategy - a model transformation which automates the migration. This paper asks whether we can make use of research in the field of Search-Based Software Engineering to automatically discover migration strategies, and discusses the challenges involved. In particular, we explore how tools that provide coupled evolution of metamodels and models provide a suitable platform for which to apply search techniques.

Categories and Subject Descriptors
D.2.7 [Software Engineering]: Distribution, Maintenance, and Enhancement—restructuring, reverse engineering, and reengineering

1. INTRODUCTION

Metamodels define the language in which models are written. Metamodels evolve as the requirements of the language change, and as language developers improve their understanding of the ways that people create and use models. For example, the UML metamodel has undergone numerous revisions and evolutions over two decades, including the addition of new concepts, structural changes, as well as conceptual revisions. When a metamodel evolves, the changes made can be additive, where concepts are added, destructive, where concepts are deleted, or constructive, where the structure is revised so that concepts are repositioned elsewhere in the metamodel [7].

Changes to a metamodel can affect the conformance of models and so these models must be migrated to conform to the evolved metamodel. This is analogous to other software engineering artefacts whose consistency should be maintained, e.g. design documents with the implementation. Manually migrating each model is tedious and prone to error and any tool which automates the migration needs to correctly migrate an arbitrary set of models [16]. Conformance may simply mean deleting any elements from the model which are no longer valid, but this may produce semantically different models, and so any migration strategy needs to consider the semantics of the model it is migrating [8].

Search-Based Software Engineering (SBSE) is predicated on the fact that it is often easier to determine whether one solution to a problem is better than another, than it is to develop an optimal solution to that problem [6, 2]. Software engineering problems can be reformulated as an optimisation problem, and metaheuristic algorithms search over the space of possible solutions to the problem. SBSE techniques have been successfully applied to many aspects of software engineering in the last decade. However, determining an efficient search-amenable representation of a problem can be a challenge, in particular in determining a metric to state how 'good' a solution is and how it compares to an alternative solution.

This paper argues that model migration can be successfully couched as an optimisation problem and in doing so can reduce the effort demanded in developing migration strategies. We propose that operator-based co-evolutionary approaches to model migration offer a promising medium to which SBSE techniques can be applied in order to automatically discover model migration strategies from just two versions of a metamodel. In section 2 we briefly overview background material. Section 3 examines the different ways in which model migration might be couched as a search problem by analysing the different approaches to model migration. Section 4 further details how operator-based co-evolutionary approaches might be reformulated as an optimisation problem, whilst highlighting the challenges involved in such a feat. Finally, section 5 concludes.

2. BACKGROUND

This section briefly describes the tools developed to support model migration and outlines SBSE in further detail.

2.1 Approaches to Model Migration

Rose et al. [18] define three categories of approaches to developing model migration strategies. Firstly, there is manual specification, which requires the metamodel developer
to encode the migration strategy explicitly, either in a general purpose language or a model-to-model transformation language [18]. This approach gives the metamodel developer fine-grained control over the migration strategy, but the work of integrating the strategy with the modelling framework is a challenging specialist activity [18]. The second approach, operator-based co-evolution, allows users to evolve their metamodel using pre-defined operators (small transformations applied to the metamodel), each of which has an associated model migration action. Therefore, the migration strategy is created automatically whilst evolving the metamodel. Finally, metamodel matching analyses the metamodel and the metamodel history (the set of changes made) to infer the migration strategy [18]. This approach is superficially simple, but it can be challenging to produce the correct, semantic-preserving strategy [18].

2.2 Search-Based Software Engineering

Three things are required in order to reformulate a software engineering problem as an optimisation problem:

1. Define a characterisation, or representation, of solutions that is amenable to search techniques. This is important because many software engineering problems make use of artefacts with a complex native format (e.g., graphs) that is not easily and directly amenable to search. It must be possible to easily map this characterisation to the native format of interest.

2. Define a set of search operators – ways in which solutions are varied in order to effectively traverse the solution space.

3. Define an objective function to calculate the “fitness” of candidate solutions – a measure of how close the solution is to solving the desired problem. Fitness is usually measured against the native format of the candidate solution.

The choice of representation and search operators plays a crucial role in the efficacy of the search algorithm [19].

Metaheuristic algorithms are a type of stochastic optimisation technique [12]. The goal of these algorithms is to optimise the best known solution through the iterative application of stochastic search operators. Arguably, the most widely known metaheuristic search algorithm is the genetic algorithm (GA) [5]. GAs act upon a population of candidate solutions that are combined and mutated (mimicking biological evolution) in an attempt to improve the overall fitness of the population, whilst seeking a globally optimal solution. GAs are executed for a number of generations, each of which produces a new variant population and each solution’s fitness is evaluated. The GA terminates when a pre-determined maximum number of generations have been evaluated, or until a desired fitness is obtained, or until the population converges and no further improvement in fitness is detected.

A similar metaheuristic approach, tailored specifically towards discovering computer programs, is genetic programming (GP) [15]. GP also mimics biological evolution, but each of the solutions examined are programs – users define the set of terminal nodes and language operators that can be used in the programs created by GP. Other metaheuristic algorithms include: hill climbing and simulated annealing (see [2] for a brief overview) and ant colony optimisation [3].

3. MODEL MIGRATION AS A SEARCH PROBLEM

A migration strategy is, in MDE parlance, an in-place model-to-model transformation. Searching for model transformations is relatively understudied. Kessentini et al [11] present a metaheuristic approach to learning model transformations based on example source and target models. Their approach applies metaheuristic search to “transformation fragments” – specific mappings between elements in example source and target models – in an attempt to match the best fragment to each construct in a given source model. The set of matched fragments then produces the target model. This approach relies heavily on the quality of the transformation fragments; if the fragments do not adequately cover all parts of the source metamodel, the approach will not be able to find good matches, and thus will not be able to create the target model. Furthermore, the transformation fragments are verbose and have to be written manually, requiring a lot of manual effort in creating the training set.

The particular representation used by SBSE techniques is often problem specific; certain software engineering problems are more suited to a particular representation or metaheuristic technique. We address the three categories of approaches to model migration presented in section 2.1 and discuss how they might be couched as a search problem.

3.1 Manual Specification

A number of task-specific languages have been devised to aid model migration (e.g. Epsilon Flock [17]). These languages provide an opportunity to use a technique such as GP to generate migration strategies. The information contained in both the evolved and original metamodels could be used for the terminal nodes for the programs created. However, languages like Epsilon Flock are rule-based and it is not immediately obvious how many rules would be required to perform the migration, which may prove difficult in adequately guiding the search algorithm towards a good solution.

Furthermore, how can we provide a useful fitness metric to feedback into the search algorithm? Applying the candidate solution to example unmigrated models and checking their conformance with the evolved metamodel would not be enough to guide the search algorithm. This is because conformance is not a strong enough measure of correctness – as previously mentioned, a migration strategy could simply delete every element in a model in order to make it conform to the evolved metamodel. Therefore, it would be required that we measure the fitness against a training set of example pairs of unmigrated and manually migrated models, and devise a fitness score based on the similarities between the manually migrated models and those migrated by the candidate solution. This approach, however, as with Kessentini et al’s approach [11] requires a lot of manual effort to create a training set that provides a useful heuristic, which defeats
the goal of automating migration.

3.2 Metamodel Matching
Metamodel matching approaches examine two versions of a metamodel to create a difference model or matching model – a model which captures the two metamodels' equivalences and differences – from which the migration strategy is inferred. One issue with this approach is that metamodel matching is often achieved through the use of a combination of matching heuristics (called a matching strategy), the best combination of which is problem specific [4]. It would be possible to use SBSE techniques to search over the combinations of heuristics to determine which matching strategy is most suited to a particular problem, however in order to evaluate a matching strategy one needs to compare the match results against the actual answer, requiring much effort in manually determining the changes between the two versions of the metamodel. On unfamiliar problems, without a target matching goal, it would be very challenging to evaluate a matching strategy and therefore difficult to have confidence in the migration strategy produced.

3.3 Operator-Based Co-Evolution
Operator-based co-evolution differs from the other two approaches in that the migration strategy is automatically produced from the sequence of operators which were applied to evolve the metamodel. However, if a metamodel was not evolved using one of the operator-based tools such as Edapt [7] (previously known as COPE), it can be difficult to reverse engineer the evolution [16]. The sequence of operators, nevertheless, provides a structured medium to search over and so if we are able to discover the correct sequence of operators for the metamodel evolution, we obtain the migration strategy for free.

Working at the metamodel level also allows us to utilise a fitness function that does not require a large training set of migrated models. The fitness function of a candidate solution could be calculated by applying the candidate sequence of operators to the original version of the metamodel and comparing the result with the evolved version of the metamodel. For example, the number of matching elements could act as a fitness score. Alternatively, as metamodel structure is not the top priority, we could make use of a semantic differencing technique (e.g. [14, 13]) to compare the evolved metamodel with that produced from the candidate solution. Providing the candidate solution results in a metamodel that is semantically equivalent to the evolved metamodel, the migration strategy produced should be suitable. Care is still needed to ensure that the migration strategy is preserving the semantics of the models, but that could be addressed, for example, by minimising the number of destructive operators in the sequence.

One caveat of operator-based approaches is that they heavily rely on the quality of the library of operators. Herrmannsdoefer et al [10] present an extensive catalogue of coupled evolution operators which have been implemented in their Edapt tool. A large library of operators, however, can increase the complexity of applying the evolution [18] as the different combinations of operators can produce the same result in the metamodel, yet produce very different effects on the model migration strategy. A search-based approach would potentially be able to evaluate these alternative paths and, with a well-defined fitness function, help to produce the optimal migration strategy.

3.4 Other Considerations
Searching for a migration strategy would also allow metamodel developers to discover strategies that are (near) optimal with respect to non-functional properties. For example, if a migration is particularly large, the execution time of applying the migration to a model may be important, or memory consumption may be a concern. Or perhaps human comprehension is desirable. Furthermore, it may not be the case that the shortest solution (in whichever approach taken) is the most efficient and so a multi-objective fitness function may be required.

3.5 Summary
This section has examined how the different approaches to model migration could be reformulated as an optimisation problem, and highlighted some of the challenges involved in defining a fitness function to quantify the quality of a candidate solution. Our current view is that operator-based co-evolution (using a tool such as Edapt) offers the most promising approach to applying SBSE techniques. The next section examines how this could be achieved in more detail.

4. SEARCHING OVER COUPLED OPERATORS
Operator-based co-evolutionary approaches to model migration offer a unique benefit over manual specification and metamodel matching in that migration strategies are automatically produced from the sequence of operators (as opposed to being manually specified or selected using heuristics). This means that a training set of migrated models is not required to analyse candidate solutions. Furthermore, if we are able to automatically discover the sequence of operators that evolve a metamodel from one version to the next, we also obtain the model migration strategy. As with metamodel matching approaches, this would still suffer the issue of preserving the semantics of models but this could be overcome through the use of a clever fitness function.

In this section we look in depth at Edapt™ [7, 8, 10] – an Eclipse-based tool for operator-based co-evolution which has been successfully applied to many real-world problems – and discuss how it could be used in tandem with SBSE techniques to automatically discover model migrations in cases where we have only a single pair of source and target metamodels.

4.1 Edapt
Edapt is an Eclipse-based tool that supports metamodel developers with evolving their EMF-based metamodels. It provides an extensive catalogue of co-evolutionary operators [10] with which developers can work and provides a number of useful user interface tools to support the evolution. Edapt stores the changes made to a metamodel within another model called the history model. In doing this, Edapt allows any changes to easily be undone. Figure 1 shows a simplified version of the Edapt history metamodel. Releases

1http://www.eclipse.org/edapt
allow developers to release a version of their metamodel with the associated model migration strategy, and contain a list of changes made to the history model by an operator in that release.

There are times when the evolution operators provided by Edapt cannot capture the necessary model migration that would be required. In these instances, Edapt allows users to specify custom migrations in Java. In this paper we do not consider custom migrations.

4.2 Searching for the Edapt History Model

To discover the correct sequence of operators that apply to a metamodel we need to search over the space of possible history models for the given problem. I.e. the candidate solutions in this search problem take the form of models. Creating arbitrary models is challenging [1]. In previous work [20] we have produced a method which makes it possible to search over the space of models that conform to a given metamodel. Using this approach would enable us to search for an (near) optimal history model. Furthermore, the information required by our method can automatically be extracted directly from the two versions of the metamodel, and so would require no extra work from the user.

The task of discovering an optimal history model presents an interesting optimisation challenge. Firstly, the sequence of operators in each candidate solution (history model) needs to be applied to the original metamodel in order to calculate a fitness score (calculating the score is discussed in the next section). Edapt’s history model only references elements contained in the latest version of the evolved metamodel, but stores information about any deleted elements in order to allow them to be recreated if an operation is undone. This leaves us with two options for how to apply the history model’s operators to determine the quality of the solution:

1. Rollback the changes in the history model against the evolved metamodel in an attempt to obtain the original version. I.e. instead of evolution, the task becomes devolution. (see figure 3)

2. Apply the operations in sequence to the original metamodel in an attempt to obtain a metamodel resembling the evolved metamodel. (see figure 4)

The latter approach will introduce situations where attempting to apply an operation would cause Edapt to throw an exception (for example if the search algorithm produces an operation which references an element that was yet to be created in the un-evolved metamodel). The greatest difficulty in any search-based technique is defining a fitness function that can provide a quantitative score for each solution that is able to guide the search in a meaningful way (see section 4.3). It may be the case the the search algorithm has discovered the optimal solution but with an extraneous operation.
in the middle that causes an exception to be thrown. Giving a particularly bad score to that particular solution would be unproductive and hinder the search, so perhaps it would be worthwhile to simply ignore the exception-throwing operation and move onto the next whilst calculating the fitness.

A second challenge regarding discovering history models is that an Operation object only captures parts of the change made to the metamodel. In order to allow for operations to be undone, Change objects consist of both the Operation and a set of primitive changes made by that operation, including information which has been deleted or the original values of elements which has been modified. Therefore, in order to discover the optimal history, these primitive changes also need to be discovered by the search algorithm. This kind of model is hugely complicated to efficiently discover through the use of search, due to its multiple interdependencies between objects. To overcome this we propose using an abstraction of Edapt's history metamodel, SimpleEdapt (figure 5), to concisely capture the information required by each of the Edapt operations, and a model-to-model transformation to produce the more complex Edapt history model, against which the fitness is evaluated.

As operators are executed in a sequence, some operators will affect the changes made by earlier operators. For example, one operator in the sequence may introduce a new class, which a later operator deletes. If this occurs, the creation operator object in the history model will now be referencing an object in the evolving metamodel which no longer exists. To keep the history model consistent, Edapt updates the creation operator object with a reference to a new object in the history model which stores information about the class which has been deleted. This information is then used to recreate the class in the metamodel if the delete operator is revoked using Edapt’s undo feature. This information is captured by the SimpleEdapt metamodel and so can be found using search.

A third challenge is the notion of intermediate state. It is common for elements to be created during metamodel evolution which do not appear in the final evolved version of the metamodel (for example, two references may be created and then merged). Therefore, the candidate history models need to also be able to create these intermediate states and so extra information which does not appear in either the original or evolved metamodel needs to be injected into the process. This can be addressed by allowing a small amount of random data to be accessible by the search algorithm used to create the history models.

### 4.3 Fitness Function

The goal of a fitness function is to provide an effective way to indicate how ‘close’ a candidate solution is to the optimal solution. Once the candidate history model has been applied (either sequentially or rolled back) to obtain a new version of the metamodel, we need to compare this new metamodel against the expected metamodel (either the evolved metamodel or the original) and provide a score that is indicative of the candidate history model’s quality.

One option would be to calculate the number of structural differences between the target metamodel and the derived metamodel. Determining an effective scoring mechanism, however, is not trivial. Should one count the number of meta-elements that exactly match? Should fuzzy or partial matching be used? Should certain matched meta-elements, such as classifiers, be weighted more than others? The heuristics used by metamodel matching approaches to model migration may prove fruitful here.

An alternative to structural differencing might be to use semantic differencing [13, 14] instead. Our goal is not to find a structural transformation between two models. Instead, it is to find a transformation that results in a semantically equivalent model which has the same migration path as the desired target model. Therefore, it may be irrelevant if the target metamodel labels a particular meta-class as abstract where the derived metamodel does not; semantically they might be equivalent. However, it is unclear at this stage whether semantic differencing techniques would be able to provide a suitable metric with which to compare other candidate solutions against.

As mentioned in section 3.4, finding a correct migration path may not be the only goal. Other, non-functional, properties may be of interest; therefore, perhaps a multi-objective fitness function is desirable. For example, it is probable that a shorter migration strategy is more likely to be more efficient than a longer one.

Finally, it may be that a combination of measurements is required to accurately score candidate solutions – hybrid semantic and structural comparisons, for example.

### 4.4 Future Plans

We plan to continue investigating the idea of searching over Edapt operators for migration strategies. We have implemented the SimpleEdapt metamodel and have written transformations from SimpleEdapt to the Edapt history model for a small set of Edapt operators. Currently, we are testing this method on the exemplar Petri net evolution found in much of the model migration literature (e.g. see [17, 4, 16]). If this proves successful, we plan to move on to larger case studies such as Netbeans Java (in [4]), and GMF (in [16, 9]), and provide a detailed comparison of our approach against existing approaches.
For each of the case studies, we shall analyse the two approaches to applying the operators in the candidate history model (section 4.2) and compare and contrast numerous measures of fitness (section 4.3).

5. CONCLUSION

This paper has argued the case for utilising search-based software engineering practices to help with the automatic discovery of model migration strategies. We have examined the three categories of approaches for model migration and argued that operator-based co-evolutionary approaches offer the most promising platform from which to apply SBSE techniques. The problem of reformulating model migration as an optimisation problem is both challenging and interesting. A particularly challenging problem is defining an effective fitness function for evaluating candidate solutions. We are currently working on exploring and evaluating the ideas proposed in this paper and feel that the challenges presented here are not impossible, and if overcome would provide a useful new approach in the metamodel developer’s toolkit.
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